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Abstract

The design of architectures for robust, intelligent telero -
botic  interactions is challenging, both on representational
and algorithmic grourrak.  From a structural stan@oint,  a
telerobot ic syst em is inherently dist ribut ed. The operal or and
robot are separately situated, one in a physical world and
the other in partially modefod manifestation. The cotnmuni-
cation of task state information and control is contaminated
by systematic and random errors, and maybe time-delayed.
Frotn a representational standpoint, multiple task resolu-
tions are required, and uncertainty is inherent. Di#erent
abstractions of the task domain. operator aclions,  their sig-
nification, and domain constraint consistency mus( be main-
tained. Both continuous state and discrete-linguistic task
models must be accomtnodated  and coordinated. Finally, tel-
erobotic  systems operate in non-stationary, highly diverse
physical environmetr$ We overview lhese issues in the con-
text of this workshop on intelligent controls, linguistic struc-
tures and their descriptive and analytic roles in future
synthesis of large cotnplex systems. We illustrate some of the
issues with design examples drawn from recent work on
intelligent and cooperative control of remote multi-camera
viewing and dexterous manipulation.

K~s: robotics, teleoperation, telerobotics,  hurnan-
machine interface, intelligent control, graphics user inter-
face, virtual reality, sensor planning

1 Introduction& Background

Telerobots, such as the example pictured in Figure 1, are
systems in which a human agent controls a remote robotic
one. The motivations for developing telerobotic systems are
several-fold and include extending human expertise to dis-
tant frontiers (spaccAmdc.rseas/telcsurgcries),  distancing
human expertise from dangerous environments (nuclear/mil-
itary), and enhancing human expertise through machine
assistance (micro-assembly/bi on]edicine).  In mos[ situations
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where a telcrobot would be used, the task is comparable to
one that would  be performed by human means. h follows
that teIerobo[s  are among the most complex systems consid-
ered to date. -- complex as engineering artifact, as computa-
tional COrIStf  UCL  and m man-machine interface.

\

Fig. 1: Operator conducts sittlulated  telerobotic  servicing of
a satellite (Jet Propulsion Laboratory)

In this section wc ou[line human-machine interaction in
telcrobotic  systems, emphasizing the scope and hicrarch  y of
task information & control structure shared by human and
robot agents. Grrrphicafly  rrmdiated  interaction is one impor-
tant way of signifying operator intent and task status. We dis-
cuss this idea in Section 2, presenting several experimental
examples. In Section.? we examine the use of mixed graphic
and linguistic constructs, illustrating this approach with a
recently developed telerobotic architecture for intelligent
viewing con[rol. Finally, in Section 4, we conclude with
comments on open issues and future research ties betwCell
telerobotic  architectures, linp.uistic structures, controls, and
the coherent synthesis of large complex systems.



From the viewpoint of operational abstraction, [clero-
bo[ic corrlrol  modes span telcopcration to supervisory au(o-
marion. In :c/ropcrarion.  the operator signifies by manual
inpu[ a desired set of motion mjccloncs in the rcmcxc [ask
space. A joy-stick like device (hand-comrollcr) enab}cs inde-
pendent motion of each robot joint (tijoint  space control”) or
task space positioning of the robot arm tip (“Carrcsian con-
trol”). The operator monitors robot motion by remo!c camera
views. visually servoing his hand input mo[ions  in response
10 signified discrepancies from the envisioned ideal trajec-
tory. When the robot is brought into contact with the remote
task work pieces, it is desirable to give indication of exerted
forces. This can be done by insmumenting the robot hand/
wist with strain gauges and presenting a properly trans-
formed force to the operator’s hand controller, via a motor
drive. Such force ~elepresence  prevents damage to robot or
work piece, and more fundamentally, facilitates manuat dex-
terity. E.g., teleoperative  task times with kinesthetic force-
feedback typically are 40-60% of those without. There are
many engineering and manual controls design challenges in
such high dexterity kinesthetic force-reflecting systems [13,
50, 56], and this remains an active research area. Two key
design issues, further discussed in Sections 2 and.? are: 1)
effects of intervening communication time-delay, 2) ade-
quacy of remote visual task presentation to efficient telero-
botic operation.

At the other operative extreme, supervisory automated
control, the operator/robot discourse is discretizcd  and inher-
ently symbolic. Activities of this type are distinguished from
robot ic automation primarily by rest-time operator/robot
interaction and the degree to which human and robot agents
depend on simultaneous, consistent model and state knowl-
edge for task prediction, execution, and verification. “Shared
controls” illustrate both the complexity and advantages of
this regime. In such implementations, a task function is
decomposed into partial degrees of freedom (perceptual or
manipulative), some of which are automated and some tele-
operative. There are different ways in which the operator can
cognitively and physically interact with the robot to commu-
nicate intent, and a hierarchy of physical, sensorial, iconic,
and linguistic signitiers  by which a hi-lateral distributed task
representation is established. Albus  et al, [7-9], Conway et
at. [19], Paul et al. [44], and Schenker et al. [34, 51] outline a
few of the telerobotic  architectures that have been used in
this context, and references [1] and [56] provide related per-
spectives on robotic automation and supervisory control.

2 Graphics-Based Telcrobotic  Interaction

There is a recent trend to use of graphic and iconic envi-
ronments as a primary means of human-machine interaction
in telerobot  ic systems [10, 18, 22, 31, 33, 35, 63], Such user
interfaces play simula~ive  roles as well as executive ones [29,
30, 35, 42]. Ilcy are conceptually appealing, encourage a
functional orientation to system programming, and enable
high efficiency information transfer. Progress in 3-D real

time graphics/VR  technologies has wcclcratcd  this devclop-
mcntrd  trend. Schcnkcr  (52] has sumrnarizut  an informal
taxonomy of graphics-based operator intcracrions,  character-
izing these as manually servoed.  manually guided and man-
ually  dcsignafed.  We next summari7E  these operational
modes and itttrstralc [hem with cxperimentat  examples.

21  Manually Strvoed operations

~: Tle operator’s input is spatially and temporally
continuous, and the 3-1> graphic display presentation is real-
time and instantaneous; the operator’s anatog positioning
control inputs arc either simultaneously or subsequently
issued to the robot itself. Ike simulated task presentation to
the operator may include other sensory modes than visual,
such as modeled force feedback [29]. Scope: “Preview” and
“predictive” graphic displays are examples, per references
[30-32, 36,57]. ‘hose remote robotics applications wherein
the operator’s motion input to the graphics interface and dis-
tant robol  controller arc issued simultaneously (versus a
“record-p~  eview-playback mode”) usual]  y assume a syn-
chronous comrnunicatiorl  channel. This approach is poten-
tially effective for time-delayed teleop.xation over same in
well-modeled, but casually structured tasking environments.

lilam~: As one example of manually-servoed opera-
tions we sketch a recent development supporting time-
delayed Sround-to-orbit  space telerobotic servicing. This
work both illustrates some of the conceptual problems irrtro-
duccd by communication time-delay, as well as the task rep-
resentation roles played by 3-1) graphics. Note that efficient,
reliable teleoperati  ve tasking depends critically on the opera-
tor’s eye-to-hand motion coordination -- the synchronization
of an opel ator’s causal hand controller input and visual dis-
play of resulting effect on robot and task, Such coordination
significantly degrades al fractions of a second perceptual
time delay, and is essentially lost beyond a second, forcing
the adoption of highly ineffectual move-and-wait tasking
strategies [57]. This problcm can be ameliorated by restoring
the opcrat or’s 3-D instantaneous perception with a graphics-
based task model, which must be properly calibrated to both
the real task geometries and operator’s viewing perspective.
Sheridan and students at MII’ [56, 57] motivated early work
of this type by introducing a stick-figure robot “predictor”
overlay graphic on the operator’s camera viewing screen; the
graphics were only qualitatively correlated with the remote
view, and modeled jusl the robot. More recently, JPL inves-
tigators htive developed manually-servoed predictive graph-
ics interfaces [29-32] which are rigorously calibrated to the
remote task. The essence of these developments is a 3-D
real-time graphics interfrrc.e in which high-fidelity real-time
renderings in either wire-frame or solid modeled (shaded
polygonal) surfaces can bc shown in a transparent graphics-
on-video overlay mode,  and in which salient geometric fea-
tures of both the robot and workspace objects are modelled.
Ike graph ics can be rendered at flicker-free NTSC monocu-
lar or stcI eo display rates, in full geometric calibration to
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tmti  the actual mutti<arnera  views and object positions-and-
poses. Once calibration is cstabl ishcci it is also possible,
within limits of modeli ng fidelity, to synthesize realislic  /ark
view presetrla/ionr  from an arbitrary viewpoinf.  This is a
very imporrant  capability 10 have when performing robotic
operations in obstructive. limited access areas -- e.g., for
inspection, servicing, and salvaging operations in-and-abcm
complex platform structures [4].

Jet Propulsion Laboratory (JPL. Pasadena, CA), work-
ing with the Gcddard Space Ftight Center (GSFC,  Greenbelt.
MD) has used such a preview/predictive graphics interface
to simulate space satellite servicing under time delay [30]. In
[his experimentation, a JPL-based opxator  controlled the
changeout of a satellite-mounted Orbital Replacement Unit
(ORU)  at GSFC. The GSFC remote robotic workcell was
composed of single 7-d.o.f.  arm with an altached  18“ power
latch-driver Lightweight Servicing Tool (LST), and operated
under Cartesian space position control in 6d. o.f. with a gen-
eralind “wrench” position compliance referred to a wrist
force-torque sensor. The remote site controls atso incorpo-
rated a novel GSFC-developed  “capaciflector” proximity
sensor which can be used for ORU fine positioning align-
ments, and this was tested during some aspects of operation.
Four task views were available from the remote cameras:
overhead-front wide and zoom, right-oblique, and right-side
task presentations. Communications between the JPL and
GSFC sites utilized the NASA Select NTSC satellite com-
munications (30 fps) channel for video, and TCP/IP bidirec-
tional socket/Internet data links for command & control. lle
aggregate JPL-GSFC round trip time delays varied between
4-to- 15 seconds. The JPL operator’s primary interaction
with the remote task during execution was the visually cali-
brated preview display and his manual inputs to the 6-d.o.f.
robot hand-controller (see earlier Figure 1). Figure 2 shows
a representative screen preview display during an actual task

Fig. 2: Graphics PreviewZPredic~  ive Display

exwulion -- the operalor  has gencra[ed  and previewed a
hypothesized trajectory [hat will bring the ORU servicing
[001 inio a.tignmcnt wilh its insertion axis. and remote site
robot motion to the predicled pose is ready to commence.

The non-real time funclions  of task calibration, robol
control configuration, execution squencing, and general
command slatus reporting are performed at a Silicon Graph-
ics worklation  positioned to the operator’s rear. The top-
Ievel workstation screen layout is shown in Figure 3, below.

Fig. 3: Graphics Preview/Predictive Corurol Interface
(Viewing Calibration in Progress)

Note the essence of this overall approach to telerobotic task-
ing is analogical -- motion control, command communica-
tion, and perceptual representation of the task at hand are
based on continuous state information and model constructs.

2.2 ManualIy Guided Operations:

~: the operator’s input is spatially and temporally
continuous, and the 3-D graphic display presentation is again
real-time and instantaneous (possibly including simulated
forces or synthesiz.cd  scmsor feedback from the remote site).
However, positioning control inputs to the remote robot are
now the result of a highc.r level, computer-mediated sym-
bolic reasoning about of the operator’s basic free space and
force contact motions, possibly in combination with robot
site sensorderived  logical conditions or behaviors. For
example, given a sufficiently deep task model, an operator-
site symbolic interpreter can be used to generate a low-level
autonomous command sequence (of motion primitives) that
is issued asynchronously relative to the operator’s input, and
syntactically parsed back to continuous state analog motion-
and-force controls at the remote site. Scope: ““releprogram-
ming” interfaces [24, 44] fal I into this category, as do also
some feature-based learning and associative, sensor-refer-
enced control schemes [26-28, 63] conditioned by a human
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(eachcr. By definition, this approach 10 Iclerobotic  opera-
[ions is more toleram of lime-varying communication chan-
OCIQ and po[cn(ially  effcc(ivc for “telcopcrator-like” msking
over same in well-modeled. reasonably well-slmcturcd cnvi-
ronmcn[s.

~: R. Paul and students aI The University of
Pennsylvania have pioneered a number of “telcprogram-
ming” developments [24. 49, 60] enabling a hybridimd sys-
tem control loop and information exchange between human
and robot agents under time delay. As a logical exlension of
continuous state predictive displays and task simutalors,
these developments are salient for several reasons. First, as
noted above. this human-machine interaction paradigm
directly addresses the problem of robust tasking over com-
munication channels that are timedeIayed,  asynchronous,
and implicitly degraded -- by “symbolically” breaking the
continuous signal loop between operator and robot into two
loosely coupled local and remote feedback control loops.
Second. it retains a perceptually transparent analog task rep-
resentation for both forward and backward operator interac-
tions, while also providing a basis for discrete state iconic
presentation/verification when desired [61 ]. Third, it explic-
itly inquires into the problem of chunking  telerobotic percep-
tual and control functions into a higher level syntactic
abstractions and semantics, e.g., as associated with the vari-
ous sensor-referenced primitives for free-space, guarded,
and full contact motions. Stein’s recent thesis [61] has gener-
alized the teleprogramrnirrg  concept to incorporate behavior-
based adaptation [14, 15, 23] of the robot agent’s control in
response to real-time sensor data. Working in collaboration,
UPenn researchers and JPL recent] y implemented and dem-
onstrated at JPI. such a layered robot control architecture,
integrating it with the real-time robot controller and remote
command interfaces of the robot workcell shown in Figures
1 and 8. When active, this behavioral control replaces more
conventional continuous state hybrid positionlforce and
compliance controls [1, 20, 21] as often used to correct
quantitative variations in robot force and position along vari-
ous axes of robot tool or gripper contact with an object, and
can autonomously compensate and correct for undesirable
qualitative changes in the task state, e.g., as determined by
the robot force sensors. For example, the controller can assist
a time-delayed operator in cleating with sudden, unpredict-
able disturbances and variations in contact with a workpiece
being serviced, or object encountered. In 1994, an operator
at UPenn  (Philadelphia, PA), as depicted in Figure 4, suc-
cessfully controlled the JPL robot under time delay to punc-
ture and slice a Kapton ta~ seam securing satellite thermal
blankets about a replica ORU access panel door [62]. Guided
by the UPenn  operator’s analog positioning command inputs
relative to his graphically model of the remote JPL work-
space, the behavior-based controller robustly managed mul-
tiple, unpredictable metal-to-metal sidewall contacts as a
cut ti ng tool traveled laterall y along a 2 mm. wide groove of a
continuous linear 40 cm. path sweep.

Fig. 4: Operator at UPenn Command$  JPL Robot

Figure 5 shows the experimental setting for this task. Com-
munication time delays were intermittent bet ween 3-to-15
seconds, with an average latency of 6 seconds. Note that
such tasks are challenging even for manual teleopemtion
withoul time delay [20, 21].

Fig. 5: Sa!ellile  Servicing under Teleprogrammed  Control

2.3 Mtiriually  lksigrtatecl  Operations

~~il?ll: the operator’s inputs are spatially designated and
temporally ordered symbolic actions, such as 3-D point-to,
select, drag, drop, and other primitives with conceptual
counterparts in 2-1) GIJIs  [55]. The operational essence of
this fipprOaCh  is a visual programming OJ discrete task
events, and the resul  tiIIg  control strategy is dictated both by
the semantics of the 3-D iconic primitives, and underlying
supervisory control structure [1 1] available to support them.

/,/ ‘, ~



[n a broader defini~ion. such iconicdly  driven multi-msolu-
lion approaches [22. 33. 51. 65] might hybridize and func-
lionat]y represent features of both supervisory and
behavioral sensor-referenced comrol% perhaps using the
former at multiple levels 10 resolve-and-index emergent con-
fticts-and-skills  of the Iattm, for example, sce discussions
and references of [591. Scope: “Graphicaf  programming”
interfaces [35] typify this approach, which is limited al
present by task representation. machine perception, spatial
planning, dexterous controls, etc. -- a key issue being the
degree to which these underlying [echniqueshols  general-
ize. The approach is potentially most effective in domain
specific  well modeled, highly structured tasking scenarios,
wherein the operator can flexibly and transparently intervene
to reparameterize  and reinitialize a sequence when neces-
sary, as WC1l as invoke strong prior task knowledge.

EUmJ2kX:  There area number of examples for this class
of man-machine interaction, the scope of which is highly
dependent on the domain definition and physical abstraction
of task complexity. Indeed a number of CAD modeling,
robot assembly programming, and image processing systems
routinely use similar iconic front ends to facilitate operator
interaction with their underlying linguistic constructs. We
note in passing two rather unique developments. One is the
IUEL$TER (Model Enhanced Intelligent and Skillful TEleop-
erational Robot) system [26, 48] of Electrotechnicrd  Labora-
tory, in which the emphasis has been higher-level intelligent
and cooperative human-machine control of telerobotic  tasks.
In one such demonstrated task -- robotic chemical assay by
flame test -- a robot under supervised autonomy sets-ups.
pulverizes, samples and ftame-tests chemical substances.
with the operator intervening to graphically re-designate
lcxations of desired actions or teleopcrate to deal with task
anomalies. E7’L has explicitly developed the MHSTER  sys-
tem architecture to enable multiple  level resolution interac-
tion. A key enabling design feature of this architecture is the
embedding of environmental and control knowledge within a
collect ion oft ask-oriented object models, wherein the model
representation itself is fundamentally “object-orientCd.” Viz.,
each object model contains self-knowledge such as position
and orientation with respect to world coordinates (“object
localization”) and its affixment relationships to other objects.
The object models embed both generic and specific handling
knowledge, such that the commanding of a control opera-
tion, e.g., pick_and_place,  invokes a linked hierarchy of
processes, including the automatic sequencing of basic cam-
era viewing primitives. MEISTER incorporates a motion
understanding system that interprets and maintains consis-
tent world model representations in response to multi-level
human interventions into motion control. The second exam-
ple is development by ATR Communication Laboratories of
a system for object manipulations and layout in 3-D virtual
workspaces [41 ]. Conceived as environment for cooperative
workgroup design by teleconferencing, this system uses the
combination, and probabilistic intersection (by means of
spatiat distributions on positional indicator words like here,

above, left. UC.), of abstracl  natural Ianguagc and instru-
mented hand poiming gestures to recognim  the signified
purpose of an agen[. llc sys[em transforms verbal semantics
in[o a spa[iaf regions, and utilizes object specific knowledge
(attachment relationships, holonornic  and non-holonomic
motion constraint axes, UC.) to resolve unambiguous object
motions and transformationtiaft  ixmcnts -- e.g.. move–the___
desk_ to_,t he_front_.  left_ Of_the_@le.

3 ‘1’kIerobotics & Intelligent Viewing Control

We next briefly overview a knowledge-based muhi-resoh-t-
tion architecture for computer assisted sequencing of multi-
ple cameras during telerobotic tasks, as well as graphics
based synlhesis/prediction  of arbitrary task views -- two
problems related to sensor planning in computer vision [6,
64]. Ile purpme of this section, along with its intrinsic value
as a new telerobotic  system design description, is to con-
cretely illustrate some further issues of higher-level human-
machine interaction in telerobots.

“Intelligent Viewing Control (IVC),”  as we refer to this
JPL-based  development 153], utilizes mixed graphical and
linguistic representations, and is one instantiation of a
broader set of system concepts for multiple agent viewing
control al,d cooperation that McKee and Schenker  have
reported elsewhere [38, 39], including a companion paper of
this workshop [40]. The motivation of this work, beyond the
study of intelligent system architectures, is quite practical:
The cognitive workload of managing and integrating remote
viewing resources -- the positioning, sequencing, panning,
zooming, and focussing  of several cameras -- is sufficiently
high that a second operator is often required solely for this
function [ 17, 20]. Ilis additional workload and personnel
assignment is often unacceptable in resource-limited mission
environments like undersea and space telerobotic operations.
Even when the usc of a dedicated camera operator is practi-
cal, the robot operator sti 11 must maintain a complex verbal
dialogue with camera coordination activities, imposing a
secondary task load that distracts him from the primary
manipulation objective. ~’bus, technical developments which
automate 3-D task viewing procedures and increase their
operational productivity are functionally significant [25, 361.
Further, developments that improve 3-D task comprehension
under adverse viewing conditions (e.g.. providing visLla~vir-
tual aides to compensatti  limited or obstructed views, low
acuity, etc.) are important toward improved tasking opera-
tional flexibility and safety [4].

3.1 NC Functional Architecture

Definidon:  per Figure 6, ovedeaf,  IVC knowledge (task
geometry, task sequence, sensor and control models, etc.) is
at any given time distributed among various logical devices.
‘lhe NC hub provides direct access to these system devices
and top-level access to all distributed knowledge objects.



Wllhin Figure 6, “ETL” refers  10 control/communicatiorr
inmrfaccs  with Elcctrotcchrrical  Laboratory. 7sukuba,  Japan.
with whom JPL is conducting trans-Pacific cxpcrimcnlation
on Iclcrobotic servicing and assembly tasks  [M-. 681.

engine with geometric database. All interfaces with dwsc
sywcm dcviccs arc in ASCII text. making it possible for the
user 10 in[erwcnc a! rhc lowest device Icvcl at any lime if ncc-
cssary. }Iis[orics of device interactions arc maintained.

nUser
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Fig 6: Block Architecture of IVC Sub-System

The user interface provides graohic and texlual entry for
low-level commanding of all s~stem devices, acrion-_level
commanding of individual mechanisms, and semantic-level
commanding of coordinated actions involving multiple
mechanisms or multiple task steps (Terminology in italics is
subsequently clarified in discussion), lle user also has
access to controls which affect the extent to which actions of
mechanisms (including graphics) are linked, and affect the
amount of operator participation required during the course
of performing a task. Independent computational processes
within the IVC cenlral hub support operator command inter-
action, send commands to the system devices, and handle
asynchronous feedback from system devices. lle following
is a brief outline of the functional capabilities implemented
in the IVC architecture proper. We emphasize the IVC
knowledge structure in this description; see the Appendix for
an outline of the IVC hardware and software architectures.

tistem ~ CeSvi : The four main system devices in the
current IVC implementation are: 1) a robot controller, 2) a
camera controller, 3) a video switcher, and 4) a graphics

~~: [ask-space  knowledge is objwt-
oriemcd, with objects distnbu(cd as appropriate among the
system devices. Geometric knowledge is contained within
the graphics da[abase.  Knowledge of mechanism kinemat-
ics resides both in the graphics system and in the appropriate
conlrolter. Coordination and conversion knowledge resides
within the central control hub.

~MLU: Actions cause motion in the task space
(or simulations in the graphics space). Simple actions
involve single objects within the distributed knowledge base.
Multi-object and mu] ti -manipulator semantically y primitive
actions are built upon simple actions. These semantic
actions, together with tasks, involving sequences of actions,
are contained wholly within the central task control hub.
Controls, set by the operator, affect the behavior of semantic
actions and tasks. ‘Ilrese controls turn on-and-off the linking
between Inechanisrns associated within semantic actions and

specify availability y, or Constraints on he utilization of mech-

anisms for automated intelligent operator assistance.

~~~: ‘lIre IVC user interface, Figure 7,
provides the user with rncnu and interactive command line
access to each of the devices, actions, semantic actions, and
tasks that are defined in the system. Graphics images show
available camera views at the remote site. Live video of the
currently selected camera view is captured and displayed.
When desired, the operator can also command and display

Fig 7: lVC Integrated Operator Inlerjace

,/



calibrated graphic views overlaid on the selccrcd video win-
dow -- enabling a registered 3-D spatiathcmporal VR-based
presentation of parlially  obscured objects. analog task cues
(plausible motion wajct!orics). discrete markers (control
s[atc transitions), and iconic objects (cxcculable  procedures,
object information. error branches. cac.).

3.2 IVC Knowledge Components

Intelligent Vlcwing Control is based upon a semantic linking
between manipulations being performed and constraints on
viewing the action. For example, in the related development
by Wakita ct at. of MIT1-E1ectrotcchnicat  Laboratory on
“automatic camera work [66, 67]” for pick-and-place opera-
tions in the MEISTER system [48], cameras pan and tilt to
continuously view a fixed point between the fingers of the
gripper. Cameras zoom-in during moves to close proximity
of contact (rnove_to_grip) and during moves makhrg  con-
tact (grip and put_it_on); cameras zoom-out during moves
leaving close proximity (depart) or during long free-space
motions (rnove_to_approactt  for place). Semantic linkage
is embodied within object methods implementing pick-and-
place. By contras~ in Intelligent Viewing Control, the
semantic linkage between manipulation actions and corre-
sponding camera actions is implemented within two separate
parts of/he control architecture. ‘IIris architectural (and syn-
tactic) decoupling of actions enables the generalization of
camera control from scripted object-manipulator viewing
behaviors to more general cases where camera actions at a
given point in the task sequence can be made context-depen-
dent [38, 47] on prior, current, and posterior task knowledge,
including the task interaction constraints (static and dynamic
geometric contac~  viewing obscuration, etc.).

Task dependent “fixtures [49],” viz. sets of one or more
reference frames associated with an object to be acted upon,
are implemented within the geometric database portion of
the object. These fixtures provide the knowledge needed by
the intelligent behaviors within the remote robot controller.
They provide information about the location and spatial
scope of the behavior, thereby specifying constraints on the
focus of attention appropriate for viewing the behavior.
Semantic actions, which link objects with actions of mecha-
nisms and link actions of multiple mechanisms, contain pro-
cedural information for intelligent viewing, Each semantic
action is a multi-step procedure involving graphical, camera,
and robotic devices:

● choose focus of attention
● simulate action in graphics
● command camera motion
● command robot motion
● update graphics per robot motion feedback

Camera motions, per activities of the robot workcell shown
Figure 8 upper right (and Figure 1), may either be completed

before. or commanded concwrcnl with robot motion. The
focus of altenlion may be the robot manipulator, a 1001. or an
object txing worked on. Steps within the sequence may bc
enabled or inhibited via controls set by the user.

Fig 8: Multi-Camera Workcell of JPL Telembotic  System
(cameras overhead, back wal~  side view, and wrist)

4 Some Open Issues

Zhe stated theme of this workshop is development of intelli-
gent control for large, complex systems -- ones that are
intrinsically difficult to analyze, and predictively synthesize,
as Simon comments in [58]. Developmental issues, per the
workshop call, include “drawbacks in broad use of arbitrary
heuristics, declaration of voluntary rules and principles, lack
of integration between discrete mathematics and continuous
control, lack of a unifying theoretical framework, etc. ” Tele-
robotic systems seem to qualify well for these consider-
ations. Telerobots,  in idealization, utilize the best of human
and robot skills to expand human capability and extend its
presence to remote sites, or those not conventionally accessi-
ble due to state or environment. A true human-machine tele-
robotic design synergy would draw on the hierarchically
structured cognitive, perceptual, and motor skills [46] of
each agcnl, as appropriate to the task. Further, such distrib-
uted systcrn designs could invoke cooperative multiple
agents, human or robotic. References [15, 37] give a sense of
conceptual dichotomies that arise in attacking such issues.

Ihe discussions and case studies we presented in previ-
ous sections are illustrative, indicating the scope of telero-
botics, and the numerous operational challenges that
confront il. Many issues remain open for the further develop-
ment of robotics, human-machine interfaces, and cognitive
and computational constructs to unify these first two areas.
Looking beyond the intrinsically interesting problems of
robot mechanisms and their dexterous controls, we highlight
a few fundamental research issues:

, ,/,
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~: all robotic tasks are inher-
ently based on knowledge that is partial, priced. and errorfrrl.
This problem can be attacked on several fronts. one being
the explicit modeling of percepmal and control unccrtaimics
and associated recovery srmmgies -- e.g., geometric, proba-
bilistic. or other rcprcsenlational  constructs and error cor-
recting plans/controls [51 -- also emulation of ccrrain
biophysical and cybernetic principles in simpler life forms
that capture useful reflexive and sensor-motor behaviors [23.
37]. Whatever the approach, failure to explicitly account for
spatial and temporal variabilities in task execution lead to
systems that arc inherently brittle, as wetJ as unpredictable.

~: Modeling for a large class of sys-
temic prototypes and procedures is computationally  imprac-
tical in large domains -- and as some have argued (e.g., see
the wiited colltxtion  of Maes op. cit. [14]) -- fundamental] y
inconsistent with biological evidence and efficacy. In a crude
sense, this issue is a deterministic variation on the one
above: either to model in categorical detail for task structure
and actions, or to model distributionally for priors and
ensemble outcomes. In that approximate context, learning
strategies [2] become explicitly important. While learning
approaches can finesse certain implicit representational or
associative behavioral issues, such approaches still confront
underlying problems of search space and training set dimen-
sionality in tasks of rich content.

&L!u#kwu
. . . : robotic automa-

tion and telerobotic  operations are grounded in a physical
domain, one often casually structured. Defining robust, well-
modeled approaches to even factory floor automation prob-
lems [5, 45] is difficult, and tends to promote “cooperative/
reduced complexity” task design, to good economic effect.
Analyzing and synthesizing (tele)robotic syslem-level  task
performance has to date been a largely empirical undertak-
ing, and points strongly to the importance of experimenta-
tion in robotics. There are few “clean” problems in the sense
of AI system structure, bounded reasoning, or hierarchical
and multi-resolution design practices [46, 65]. Along with
the two issues above, this is certainly one reason to turn the
tables, utilizing the robot sensor and effecter interfaces and
task environment itself to build behaviorally driven, sub-
sumptivc, and ultimately emergent systems [15, 37]. Still, it
is in the nature of scientific inquiry and engineering design
to seek predictive, explanatory models, 10 do will require
tools of analysis and synthesis that can make explicit the
invariant properties of natural task structures, their percep-
tual features, the universal transformations (syntax) acting
on objects and agents, and an unambiguous task semantics

Acknowledgments
Ilris work was carried out at the Jet Propulsion Laboratory,
California Institute of I’kchnology,  under a contract with the
National Aeronautics and Space Administration.

Appendix: IVC Implementation

A.1 Tderobot Hardwa~  Configuration [12, 43, S01

~ f-@c,w@: AI the ‘“local” site (pictured in Elgurc
1), the operalor is offered 3 color video monitors and 2 work-
stations (by Silicon Graphics and Sun Microsystems) for
viewing. The graphics workstation is equipped with
Mdcol.ab in order to display live video on its monitor. The
Sun Spare 10 contains an XVidcom ~wd by parallax and

provides the capabilities to display live video on the Sun
monitor and to perform hardware-based JPEG compression
of images. Video signals are routed to the monitors and
workstaticms  through a computer-controlled 8x8 video
switch. In addition to the convenliorrat computer interfaces
(GUIS, mouse, voice, etc.), the operator has at his disposal a
SpaceBall and dual 6 degree-of-freedom (dof) Force Reflect-
ing Iland Controllers. The FRIIC’S  arc controlled at the high
leveI by a single VME system (running the VxWorks Real-
time OS) which is memory -mapWd  to servo level Universal
Motor Controllers (uMC).

~-j: ‘Ihe “remote” site (pictured in Figure 8)
consists of two comprehensive manipulation and viewing
systems. Dual redundant 8-dof  AAI robots are each
equipped with a force sensing, parallel jaw instrumented
“Smartiand”  (JPL design with integrated force-torque F/T
sensor, on-board signal pte-processing, etc.). A VME system
(running VxWorks) controls these robots in task space and is
memory  -nlapped to the joint-level servo controllers
(UMC’s). The remote VMli system also controls the viewing
gantry, wJlich consists of three positionable  camera plat-
forms (4-dof  each: 2-transl at ion axes, and pan-tilt) with four
carncras  (two being a stereo pair) having computer controlla-
ble focus, iris, and zoom. A fifth camera is optionally
mounted cm one Srnarthand  for “eye-in-hand” viewing.

A.2 IVC Software Environment

klgure Al, next page, summarizes the physical organization
of the telcrobot  systcrn with which IVC interacts. Ile IVC
central hub is implemented in Allegro Common Lisp with
the Common Lisp Interface Manager, Version 2 (CLIM-2).
“lhe Deneb  Robotics, lnc., 1111.EGRIP~  M package is used
for the grtiphics simulation and geometric database support.
‘Ile video switch interface, camera controller, and robot con-
troller are all implmnenled  in custom C software.

The central hub is connected to the four system devices
via sockets, with ASCII text interfaces to each. The TELE-
GRIP interface utilizes the prc-defined CL1 command lan-
guage and protocol: each command to TELEGRIP is
followed by a single response. The video switcher interface
also has an alternating comrnandhesponse protocol. The
camera controller interface is currently driven open loop,



with commands to the corrwollcr.  but no responses. The robot
comroller  imerfacc is asynchronow  Commands are sent in
groups, whh execution of motion commands starring upon
the receip(  of a numbered EndGroup command. During
robot modon, a w-earn of position and force feedback dala
are returned. An independent process within the central hub
continuously monitors robot controller feedback, maintains
lhe latest robot force and position states and monitors for
command group completion status. This process also
updates the graphics display. if TELEGRIP is connected and
~aphics u~-ate  upon fekback conlrol is enabled.

Local Site
Mod-

m------*

L!2!2”
FRnc  CZ

Fig. A 1: Physical Architecture of NC Environment

TF,LEGRIP  models had previously been developed for
most of the JPL robotics lab workcell  objects and mecha-
nisms; new models were created for the 2-DOF translational
camera positioning mechanisms. The pardtilt heads were not
modelled; the camera is modelled as a point at the intersec-
tion of the pan and tilt actuator axes, Manipulation fixtures
are modelled as tags attached to paths, which in turn are
attached to parts and devices in the TE1,EGRIP terminology.

The supporting central hub software consists of 1) the
CIIM menu interface, 2) connections to system devices, 3)
extensions to the robot task object models, 4) semantic
action functions, and 5) system control parameters. Ike
CLIM interface provides mouse and keyboard command
access to CI .IM command functions. These functions can bc
called by any Common Lisp functions, including other
CI.IM commands. Ilis permits the layering of multiple lev-
els of access and intelligence within the same interface.
Device models consist of the active socket object plus
device-specific control parameters. One such parameter
enables or inhibits the automatic updating of graphics from
robot controller feedback data. Device models also maintain
command and response histories,

“Simple actions” are functions which gcneralc aWroprt-
asc teat suing commands 10 bc sent across the sockel inter-
face to the device. ‘“Semantic actions” are functions which
msemblc [he appropriate dala and call the appropriate se! of
simple aclions. Semantic action functions follow [he CLIM
command function structure, making them available to (he
opera[or through the menu and command interface. Seman-
tic actions communicate afl information needed by the
device to perform its portion of the task. For example, cam-
era and robot move commands within the TELEGRIP C1.I
language reference a previously selected “current” camera
and “cur-mot” robol which are internal TELEGRIP state
information. Relevant internal states are actively set by each
semantic command to ensure its executional integrity, This
conservative, semanlicall y complete approach to communi-
cations is necessary to implementation of a system which
allows operator intervention at multiple levels of abstraction.

The cameras are the only objects which have a signifi-
cant portion of their data maintained within the central hub.
The models contain the current camera translational posi-
tions and the pan & tilt angles. The camera objects also com-
pute the pan and tilt angles required for viewing an object of
interest. Other information such as translational range of
motion and the name of the camera in each of the TELE-
GRIP and camera controller interfaces is also maintained.

AII communication of position information throughout
the systen t is in mi llimetcrs x, y, and z relative to a global
world fran~e. Comrnunicat  ion of orientation information is in
degrees of roll, pitch, and yaw with respect to TELEGRIP
and in radians with respect to the robot controller. Camera
control commands are given in rnillime(ers  of translation in
device prismatic joint space, and in radians of pan and t ilt.
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